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Abstract—Two problems of text images enhancement are con-
sidered in the paper: superresolution and deringing. The problem
of superresolution is the reconstruction of a high resolution image
from several low resolution observations. Regularization method
with bilateral total variation stabilizer and bimodal penalty func-
tion are used to perform the superresolution. Enhancement of
text images which includes deringing and denoising is performed
using projection onto convex sets with the control of noise level
in the basic edges neighborhood — the area where ringing and
noise effects are the most noticeable.

I. INTRODUCTION

The problems of image upsampling and enhancement are
ones of the most important problems in image processing. De-
spite the increase of quality and resolution of modern camera
sensors, it is still actual for upsampling and enhancement of
small objects in surveillance applications.

In this paper, we consider the problem of text images
enhancement in video sequences. This is important for a
variety of applications like the recognition of car plates.
We consider two problems: the problem of multi-frame text
image upsampling and the problem of single-frame text image
deringing.

Single-frame interpolation uses only prior knowledge about
the interpolated image to reconstruct missed pixels. As an
example, image self-similarity at different resolutions is used
in NEDI algorithm [1]. Nevertheless this approach improves
the image quality only if a priori information is true.

Multi-frame superresolution is an alternative method to
obtain a high resolution image [2]. Superresolution algorithms
use several low resolution images to restore pixels of the
high-resolution image while a priori information is used for
image refinement. Image pixels correspond to camera sensors
which have non-zero size, and observed pixel intensities are
approximations of continuous image intensity in a certain
area. If the object motion and the approximation function
are known, then the information from all frames can be used
to construct a single high-resolution image. This process is
illustrated by fig. 1.

Bayesian approaches are popular for text superresolu-
tion [3], [4], [5]. In [4] a maximum a posteriori (MAP)
estimator based on a Huber prior and an estimator regularized
using the Total Variation norm are used. The paper [5] intro-
duces text-specific bimodal prior that enhances sharpness and
contrast. The Teager filer, a quadratic unsharp masking filter, is
used to highlight high frequencies which are then combined
with the warped and interpolated image sequence following

Fig. 1. The correspondence between pixels of low-resolution images (top
row) and pixels of high-resolution image (bottom row).

motion estimation using Taylor series decomposition in [6].
Super-resolved text binarization is proposed in [7]. Markov
random fields are used for text superresolution in [8].

The paper presents the text images superresolution and en-
hancement regularization based algorithm which uses bilateral
total variation functional and bimodal penalty as stabilizers.

II. TEXT SUPERRESOLUTION
A. Mathematical model

We use the approach [9] to pose text superresolution prob-
lem. In this approach the superresolution problem is posed
as an inverse problem. The corresponding direct problem
includes a set of downsampling procedures. It produces the
low-resolution images wuj after motion transformation and
downscaling from the high-resolution image z as:

Akzzuk, k= 1,2,...,N.

The operator Ay in general case is represented as Ay =
DH ymFrxHytmz + n, where Hgyyy, is the atmosphere blur,
F}, is the motion operator, H.,,, is the camera lens blur, D
is a downscaling operator, n is noise.

The atmosphere blur and the camera lens blur are modeled
by a single Gauss filter H, and the system of equations takes
the following form

AkZ:DFkHZ:uk, ijl,Q,...,N. (])

Motion estimation algorithms [10], [11] are used to calculate
motion operators Fj. Many of them use optical flow method
for accurate motion estimation [10]. In our work, we consider
the motion operators Fj known.



B. Regularization

The super-resolution problem described by the inverse prob-
lem for the system of equations (1) is an ill-posed problem.
We use iterative regularization methods based on Tikhonov
regularization [12] to solve it.

The idea of regularization is to introduce an additional
restriction that makes the problem well posed. This is typically
achieved by adding a stabilizer term Q[z]:

N
Zq = arg IILiIl <Z | Arz — ug |3 + aQ[z]) , (2)
k=1

where the regularization parameter oo > 0 controls importance
of the stabilizer term. Iterative gradient and subgradient meth-
ods are used to minimize (2).

We use a combination of the bilateral total variation stabi-
lizer [9] and the penalty function based on bimodal prior [5]
as the stabilizer:

Q2] = BIV[2] + XY Po(zay)-
zy

The bilateral total variation operator BTV[z] [9] is the
adaptation of continuous total variation operator for discrete
case. When the bilateral total variation is used as the stabilizer,
the resulting image tends to be piecewise constant with sharp
edges. This effect is good for text enhancement. BTV is
formulated as follows:

P
BTV[z] = Y AFHH|sa8tz— 2|,
s,t=—p
where S, and S, are shift operators along = and y axes by s
and ¢ pixels respectively. The parameter v is equal to 0.8. The
parameter p specifies the number of directions. Higher values
of p result in slightly better quality but greater computation
time. We use p = 1.
The bimodal penalty function P,(v) looks as:

(v —v1)%(v — v2)2.

1
Oy

Py(v) =

The idea of this function was suggested in [5]. This function
has two minima at v; and vo. These values are intensities of
text background and text foreground respectively. Therefore,
if the bimodal penalty function is used in the stabilizer term,
pixel intensities of the reconstructed image tend to be close
to either background or foreground intensity. Parameter oy, is
the normalization coefficient. We use

Op = Vg — V1.

The weight of the bimodal prior can be set using the
parameter A.

C. Results

The proposed text superresolution method was tested on
both synthetic and real images.

The results obtained for synthetic data are shown in fig. 2.
16 low-resolution images were generated from the given

reference high-resolution image by random shifts followed by
downsampling with a factor of 2. Uniform noise in [—15, 15]
range was added to low-resolution images (for the intensity
range [0, 255]). Then the proposed superresolution method was
applied to low-resolution images. The following images were
compared: high-quality single-frame image resampling [13],
superresolution without bimodal prior (A = 0) and superreso-
lution with bimodal prior. In order to estimate the quality of
obtained images, we calculated the mean square error (MSE)
between binarized ground truth image and obtained images.

An example of superresolution for real text images obtained
from a video camera in shown in fig. 3.

In both cases the proposed superresolution method showed
better visual and objective results.

III. ENHANCEMENT

Ringing artifact is an annoying rippling effect which appears
near strong edges. This effect is caused by damage or loss
of high-frequency information. An example of image with
ringing artifact is shown in fig. 4, b). Poor quality text images
are usually suffered from ringing artifact and noise.

In [14] the connection between image total variation and
ringing effect was shown. Appearing of ringing artifact and
increasing noise level results in rise of image total variation.
Projection of image containing ringing artifact onto the set of
images of bounded total variation reduces ringing artifact [15].
We use the same approach as for superresolution to perform
text images enhancement:

Zq = argmin <||z — 2|3 +a (BTZ[z] + /\ZP;,(ZHJ)>>

z,Y

where z is the corrupted image.

Efficient automatic text image enhancement is not possible
without proper quality estimation. To estimate the image qual-
ity, we analyze the total variation value of text background.
In the ideal case, when the background has constant intensity
value, the total variation of the background equals to zero.
Therefore, the normalized total variation of text background
can be a measure of text image quality.

Now all the background of the text image is suitable for
quality estimation. We use the basic edges algorithm [16], [17]
to find the areas suitable for quality estimation. Basic edges are
sharp edges distant from other edges. We use the basic edges
neighborhood area — the area of pixels with the nearest edge
being the basic edge and the distance to it greater than r and
less than R. Ringing and noise artifacts usually are the most
noticeable in these areas.

A. Results

The fig. 4 illustrates the suggested text images enhancement
algorithm. The corrupted image was modeled by truncation the
3/4 part of high frequency coefficient after Fourier transform
followed by adding the Gaussian noise with a standard devia-
tion of 5. The fig. 4, c) is the result of basic edges and basic
edges areas detection. Yellow areas are basic edges, gray areas
are edges that are not basic. The green area is the basic edges
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Fig. 2. Superresolution results for synthetic image. 16 low-resolution images
were used to reconstruct a high-resolution image with 2x upsampling ratio.

neighborhood where the quality level is estimated. We used
r=2and R =6.

IV. CONCLUSION

It was found that regularization algorithms based on joint
minimization of total variation and bimodal penalty function
are very effective in text enhancement tasks like resampling
and noise and ringing reduction. As an example, use of
the bimodal prior showed the increase of the quality of the

Single-frame resampling The proposed method

Fig. 3. Superresolution results for real image. Fragments of 16 low-resolution
video frames were used to reconstruct a high-resolution image with 2x
upsampling ratio. The left column contains the results of superresolution,
the right one — thresholded superresolution results.

IKuclidean distance tra
Right
he nearest black pixel

Euclidean distance tra:
zion of interest. Right  zion of interest.
he nearest black pixel
a) Original image b) Corrupted image,
MSE = 68.81, TV = 20.49

IEuclidean distance tra
Right
he nearest black pixel

rion of interest.

d) Result,
MSE = 47.43, TV = 5.12

Fig. 4. The results for the proposed text image enhancement algorithm.
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standard total variation based superresolution method. Auto-
matic control of ringing and suppression by this method were
achieved using previously suggested basic edges technique.
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