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Introduction 

Bandwidth extension is the process of re-synthesizing missing frequency components in order to improve the 

subjective quality of the audio signal. Bandwidth extension methods can be found in modern perceptual audio cod-

ing standards, such as mp3PRO and AAC+. Such methods can be blind, when no information about missing signal 

components is available, and non-blind, when certain information about missing components is available during the 

synthesis stage. 

A typical algorithm flowchart for both blind and non-blind methods looks as follows: 

1. Time-frequency decomposition, 

2. “Rough” generation of high-frequency spectral content, 

3. Shaping of the energy spectrum envelope of high-frequency content, 

4. Synthesis of the resulting signal from a time-frequency representation. 

Algorithm description 

In this work, a new algorithm for blind bandwidth extension is proposed. It is capable of accurate prediction of 

high-frequency energy envelopes using a Cluster-Weighted Model for MFCC coefficients of the audio signal. 

A bandwidth-reduced audio signal x(t) is input to the algorithm. It is transformed using STFT with 30-ms Hann 

windows that overlap by 15 ms. A nonlinear distortion (waveshaping) is used to generate “rough” high-frequency 

components in time domain: z(t) = |x(t)|s. Aliasing is reduced by the use of oversampling. These high-frequency 

components are transformed using a similar STFT filter bank. 

To finally shape the resulting high-frequency signal, its energy is computed in 24 critical bands, and a regression 

model is developed to predict the shape of high-frequency energy envelope from a low-frequency energy envelope. 

In this work, a Cluster-Weighted Modeling is proposed for such prediction. The model is trained on the original full-

bandwidth audio signals to determine a set of clusters of low-frequency envelopes and corresponding high-

frequency envelopes. During evaluation stage, each input low-frequency envelope is represented as a weighted sum 

of several “cluster” envelopes, and the corresponding high-frequency envelope is predicted as a weighted sum of 

modeled high-frequency envelopes. 

Once the desired high-frequency envelope is calculated, the shape of a “rough” high-frequency signal is trans-

formed to match the desired envelope using STFT filter bank. 

Results and conclusion 

The algorithm has been evaluated on speech and music using a subjective evaluation protocol with several lis-

teners. The proposed method has been compared with other methods, such as linear extrapolation of high-frequency 

envelope (see full references within the paper). The proposed algorithm has shown the highest subjective quality 

results. 

Evaluations have shown that the algorithm is more effective on speech and solo music than on polyphonic mu-

sic. A possible cause of this effect is introduction of intermodulation components by the process of nonlinear distor-

tion. In our future work, we are planning to apply source separation techniques for individual processing of signal 

components.


