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A 3D filtering algorithm for CT images is proposed (HeNLM-3D). It is an extension of the known 
Local Jets method (LJNLM-LR) and our previous 2D algorithm (HeNLM). The proposed algorithm is 
based on the expansion of pixel neighborhoods into Hermite functions which form the orthonormal system. 
Tests on real CT images have shown that HeNLM-3D performs filtering better in high-detailed areas in 
comparison with LJNLM-LR and classical NLM method. 

Introduction 

Computed tomography (CT) is a method for studying the internal structure of the body by using 
a Radon transform [1]. Noise is always present in obtained CT images, and it becomes higher when 
the X-ray radiation dose is reduced. So, the effective noise reduction in CT images allows reducing the 
radiation dose [2][3]. Noise in CT images is close to Gaussian [4]. CT images comprise the series of 
slices which forms a 3D image. It is important to note that these slices are a feature of the registration 
procedure, not of the object itself. For example, a blood vessel is not required to lie in a plane of the 
slice or to be perpendicular to it. Obviously, in this case the preferred direction of filtering should be 
the local direction of the vessel, not a slice plane or a perpendicular to the slice. Therefore, fully 3D 
algorithms – isotropic or with locally adaptive anisotropy – are needed. 

Today some of the most effective image denoising algorithms are those in which each pixel of 
the output image is formed as a weighted sum of pixels of the source image. At the same time the 
weights depend on the similarity of whole pixels neighborhoods (patches) [5][6][7]. In a non-local 
means (NLM) algorithm [5] weights depend on the Euclidian distance between patches of pixels. 
LJNLM-LR [6] and GFNLM [7] algorithms are the extension of [5] and weights depend on the 
Euclidian distance between the feature vectors which characterize the patches. In [6] components of 
the feature vector are values of Taylor series expansion coefficients, which, in turn, are the values of 
image convolution with derivatives of the Gaussian function. One of advantages of [6] is the invari-
ance of features to rotation. In [7] features are based on Gabor functions. 

In this article a 3D method for noise reduction is proposed based on Hermite functions expan-
sion which forms the orthonormal system. Inheriting all advantages of [6] the HeNLN-3D method is 
fully three-dimensional. It can better distinguish textures due to higher independence of feature vector 
components and better description of high-frequency components of the pixel neighborhood. 

1. Hermite Functions 

Hermite functions of order  are defined as n
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They form the orthonormal system in ),(2 L  [8]: 
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Multiscale Hermite functions are defined as follows: 
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The multiplier /1  in (3) is introduced for similarity of the filter response to similar patterns 
across different scales. 

Some of the first Hermite functions and derivatives of the Gaussian function are shown in the 
Fig. 1. We can see that unlike Gaussians, Hermite functions have approximately the same overall 
amplitude and higher values at the sides of their support interval. 

       

Fig. 1. Hermite functions (on the left) and derivatives of the Gaussian function (on the right). 

We define 3D Hermite functions as 
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2. 3D Hermite Functions based Non-Local Means 

In [9] we have proposed a modification of LJNLM-LR algorithm [6] based on Hermite func-
tions instead of derivatives of the Gaussian function. In this article, we propose a 3D extension of [9] 
(HeNLM-3D), i.e. our pixel neighborhood is now a 3D cube and elements of the feature vector are 
values of a convolution of the source image series with 3D Hermite functions: 
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where N is the number of different Hermite functions of kmn   order. 
As well as in [6], the obtained features are transformed to the new coordinate system (see (6)) 

),,( 321   for invariance to rotation. In [6] and [9] the new 2D coordinate system was chosen as a 

gradient direction and the normal to it. In the case of a 3D coordinate system, two directions have to 
be chosen. Therefore, the transfer of rotation formulas from methods [6], [9] is impossible. In this 
article we propose using the eigenvectors of a structure tensor [10] as a new coordinate system: 

T
ggM   , where 

T
zyx gggg ),,(    is the image gradient (6) 

Averaging in (6) means averaging of matrix elements by a Gaussian filter with  3
M  which 

is 3 times higher than   used for the derivatives computation. It is important to note that, for exam-



ple, in a small neighborhood of the vessel with a radius on the order of  , the eigenvector correspond-
ing to the minimal eigenvalue is directed along the vessel axis which has a favorable effect on image 
filtering. 

To obtain an explicit expression for components of the feature vector in the new coordinate sys-
tem, we consider two coordinate systems: the original one  related to rows, columns and 

slices of the 3D image, and the rotated coordinate system (

),,( 321 xxx
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Then the differential operator in this new coordinate system can be expressed through the linear 
combination of operators in the old coordinate system: 
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Therefore the expression for the Gaussian function derivatives can be written as 
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A 3D Hermite function is a product of the Gaussian function derivative, the multiplier 

 2/)(exp 222 zyx   and the coefficient ic . Therefore, from (7) and the radial symmetry of the 

exponential function it follows that 
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In (10)  nmk
~  is the Hermite function in a new coordinate system. We note that formula (10) 

suits for Gaussian function derivatives by setting coefficients 1ic . 

Finally, the feature vector is determined as follows: 
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Here r  is the maximal order of the Hermite function, and S  is a set of different scales. And the 

value of the output pixel (voxel) )(p


f  is the weighed sum of source image pixels (voxels) )( p

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The weights depend on the similarity of feature vectors (11): 
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The use of Hermite functions instead of derivatives of the Gaussian function provides better 
characterization the pixel neighborhood because their orthogonality means less dependence between 
feature vector components and, accordingly, their greater significance. In addition, the localization 
region is expanded (see Fig. 1) and the peripheral data of a local neighborhood is better taken into 
account. 

3. Results 

Fig. 2 shows the source CT image, and Fig. 3 shows the enlarged fragment of it and the results 
of filtering by two methods: LJNLM-LR and HeNLM-3D. The size of a neighborhood for LJNLM-LR 
method has been set to 21×21 pixels. Because in our CT images the physical size of a voxel along x  
and axes is about 2.1 times less than its size along  axis, we set the size of a neighborhood for the 

HeNLM-3D method to 21×21×9 voxels. For the same reason, the parameter 

y z
  for Gaussian and 

Hermite functions has been set to 2.1 for x  and axes and 1.0 for  axis. The maximal order of 

Hermite functions and Gaussian function derivatives has been set to 4. The parameter 

y z
  for all meth-

ods has been manually adjusted, so that PSNR between noisy and filtered images would be same for 
all methods in comparison. 

Fig. 3 shows that HeNLM-3D method performs filtration better in fragments with small details 
(shown by ellipses in Fig. 3b and 3c), and keeps some details which LJNLM-LR method blurs. 

Conclusion 

A three-dimensional method for CT image filtering is proposed. A test on real images shows 
that HeNLM-3D method performs filtering better than LJNLM-LR algorithm in areas that contain 
small details. 

The research was supported by the RFBR grant 13-07-00584.  



 
Fig. 2. The original CT image. A white border shows the fragment enlarged in Fig. 3. 

 

  
a) b) c) 

Fig. 3. The original CT image fragment (a) and the results of filtering by LJNLM-LR (b) and HeNLM-3D (c) algorithms. 
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